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Abstract’ - Synthetic aperture radar (SAR) data processing
h a s matured over the past decade with development i n
processing approaches thatinclude traditional time-domain
meth g, popular and efficient frequency-domain methods,
and relatively new and more precise NP _gealing methods.
These approaches have been 11s([1 in vavious processing
applications 10 achieve various degreesof efficiency and
accuracy. One common trait amongst all SAR data processing
algorithm g 1 o\ever, IS their iterative and repetitive nature
that make themamenable to parallel computing
implementation. With SAR's contribution 10 remote sensing
now well-established, the processing throughput demand has
steadily increased witheachnew mission. Parallel computing
implementationof SAR processing algorithms is therefore an
importantmeans of attaining high SAR data processing
throughput to keep up with the ever-increa sing science
demand.

‘This paper concerns parallel conputing implementation of a
mode of data called 5S¢ pSAR. ScanSARThas the unigue
advantage Of yielding wide swath coverage in a single data
collection pass. This mode of data collection has been
demonstrated on SIR-C and is being used operationally for the
firsttime (m Radarsat, The burstnature of ScanSAR data is a
natural candidate for parallel computing implementation. This
paper gives a description of such animplementation experience
at Alaska SAR Facility for Radarsat ScanSAR mode data. A
practical concurrent processing technique is also described
that allows further improvement in throughput al a slight
increase in system cost.

1. INTRODUCTION

Digital processing of synthetic aperture radar (SAR) data] 1]
is known o be one of the most computationally denanding
cng incering applica tions. Al though under continual
developmentfor the past fificen years, SAR data processing,
systems to-dale rarely approach rcal-time processing
throughput except for a few special dedicated custom-bui It
machines such as the Alaska SAR Processor (ASP) and in
low resolution applications, |.argely due. tolimitations in
computation and processing algorithm technologies, carly

V1 rescarch described in this paper was cartied out by the Jet Propulsion
1Laboratory, California Institute of 'l‘cchno]ogy, under a contract with the
National Acronautics and Space Administration.

systems such as the Interim Digital SAR Processor (IDPS)
[SHASAT, S11<-11][2-3] whichwerehosted on general
put pose computing platforms Were only Capable of
processing tht oughput rate on the order of 1/1 000 real-
time,  This level of performance severely limited their
ability to supply science with ime-cri ical data.

With the. expanding role of the Alaska SAR Facility (AS1")
in acquir ing, processing and archiving data from a flcet of
international polar orbiting satellites [4], the SAR
Processing System (S1'S) at ASYis being furnished with a
Radarsat ScanSAR data processing system [S] that is
capable of processing a minimum of 42 minutes of
ScanSAR datainan11-hour day which translates intoa
processing throughput requirement of ~ /1 6!* realime,
This paper describes the implementation requirements for
the Radarsat ScanSAR data processing system at ASY, the.
hardware platform evaluationand selection process, the
ScanSAR algorithm and the implementation details
associated with paralleliziyg the processing algorithm onthe
sclected platform.

11 ScanSARPROCESSOR REQUIREMENTS
OVIERVILW

2.1 ScanSAR Mode Processing Requitements

The ASE S1'S block diagramis given in Vigure 1. To
promote Case. of operations and maintena nce, specific
pmjccl-wide guidelinestegarding subsystem interfaces,
systems standards, coding standards, userinterfaces, and
ciyorreporting arc applied to each subsystem within the
S1'S. The emphasis is onapplying to the greatest extent
possible Commercial ofl-the-sl)clf (C:OTSYhardware,
software, standards, and technology. U N | X operating
systems is a requirement on afl hard ware platform ¢ aq jg
compliance with POSIX (Portable Operating System
Interface). 1 li&l]-level programming languages such as
A NS 1 Cand I'ORTRAN are s¢l ceted for case of
implementation. A clicn(-serve]’ communicationmodel is
also adopted with SAR processors acting as production
servers N response to a control processorclient.



The ScanSAR Processor (SS1) System at ASE isrequired to
process daily 34 minutes of Radarsat ScanSAR data. In
addition, it is required to produce another 8 minutes of
ScanSAR data in a quick 2-hour turnaround mode. With the
current approach of sharing processing hardware with the
I'recision Processor, the net throughput requirement for the
SS1' becomes daily processing 0f' 42 minutes of ScanSAR
datainanll -hour period or roughly 1/1 6" yeal-time rate.
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Figure 1. ASI-SPS Block Diagram

1. ScanSAR DATACHARACTERISTICS &
PROCESSING Al .GORITHM

In the ScanSAR mode |61, wide swath coverage on (he order
01'200" km to 500" km isachicved by sweeping, the antenna
beam electronically inthe Cross-track dimension to generate
multiple overlapping sub-swaths, each extending
approximately 1 (K) kminrange. The resulting echo data for
cach subswath appears i n the form of discrete 'bursts' rather
than a continuous sequence, Vor Radarsat, swath width of
-500" ki canbeachicved using its 4-beam modes, while
-300" km swath can be obtained with the 3-beany and 2-
beam modes.

ScanSAR data, when viewed on a pet beam basis, resembles
those collected from a burst mode SAR. The processing
algorithm sclected for Scan SAR data (sce Iig ure 2) {7-8]
therefore patterns closely after the one used for Magellan, a
burst mode SAR thatimaged Venus fiom 199010 1992.
1 Yata processing is basically handled on a per burst basis
until the very last step when image data from each burst is
merged to form the final m ulti-look image fi ame.  The
familiar frequency-domain fast correlation approach is used
to compress TAN2C lines in each burst. A data corner-turn is

then applied followed by azimuth processing which IS
accomplished using the efficient deramp-11¢1" method.
Geometric and radiometric correction as well as pixel
averagingare then applied to the resulting image pixels
from cach burst before they are mer ged together in @ multi-
look overlay process.
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Figure 2. ScanSAR Processing Algorithm
1V, ScanSAR PLATHORM EVALLUATION

The hardware sclection process for the Scan SAR Processor
took 6 months and 2 peer reviews to complete. This process

involved the following steps:

I initial scoping of class of machine,

2 performing computer market survey and identifying
candidate platforms,

3 developing representative benchmark software and
sclection crileria,

4 peir forming benchmarkingand platform evaluation,

5 sclecting the target platform.

4.1 Scoping of Target Platform

RBased on the. require.amn(s sctforthin ScctionITand some
prototype code, rough counts of the number of operations
required to produce typica image products were compiled.
This included FI1's in the range and azimuth compression
processes and resampling in the projection and co-ordinate
transformation process toname a few. Based on the
throughput requirement, an estimate on the size of a target
machinewas determined to be on the otder of 500" million
floating pointoperat ions per sccond (500" MI1.OPs)
sustained.

4.7 Computer Market Survey

A compuler market survey was then conducted to seck out
suitable candidate hardware platforms. The criteriafor
inclusion in the evaluation process W er e mainly the
machine's expected computational capability and its




availability to supportour benchmarking effort. 1 istimated
system cost was not of initial concern noting that some of’
the more expensive supercomputers may be availableunder
(imc-used lease. arrangements. Machinesidentifiedin this
clfort represented both Symmetric Mult i-Pr ocessor (SMP)
and Massively Parallel Processor (MI]]]) class of system
architecture. SMP candidates included the Power Challenge
series from Silicon Graphics, lat. (SGI) and the DEC-7000
series models from Digital Equipment Corp. (DVC). M1’
representatives were the CRAY 131, the Intel Paragon, the
Thinking Machine Corp.'s CM-5, and the 1BM S1°-2.

The hardware characteristics and configurations of t
candidate platforms are listedin “1’able 1.

Talle 1. Candidate Platfotm Characteristics

Machine Mux Peak [Clock Mem- [Sccon  [Oper- [Pro-
il of Rated  |Rate ny lary ating, oramm-
Procs  MEL- MILz kie! fache [Sys- [ming
Ren- OrS [ Mb)  [recinor e L an-
S per y (Mb) vuage
uked  [proc

MPP MACHINT::

TBM ST (2) kY 768 67 728 N/A ATX|FTT.C

(RS 6O00)

CRAYT-3D 128 150 150 2] N/AUONIT | T7.C

(DYC AV PHA) 0s

CM-5 32 178 128 37 N7A|CMOR [F90,T7

(rrnse) T 1.¢C

TARAGON k¥ 100 k¥ k¥ N/A TOSITI7.C

(Intel i860 X1

SMT MATITINE:

SGIT-Challenge 18 300 751 2048 q IRIX | T77.C

(MIPS R8000)

DEC-7000 [4 715 275 | 2048 I JOSTT | FT7.C

(DLEC A1PHA)

1 Meriory size used for benchmarking, size represents por Processor

for MPP and machine total for SMP.
4.3 Benchmark Software

The benchmark software covered al major computation and
1/0 steps in the ScanSAR algorithm, The benchmark leode |
was written in FORTRAN and C, and ran on a model 670
SUN workstation with asingle processor. Itingestediaw
data samples in 81/8Q format from di sk, performed the
neeessa vy data unpacking, performed the Scan SAR data
processing steps outlined in the previous section, K’ packed
the output pixels into byte format andoutputto disk. The
input and outputfiles as well astiming rc.suits obtained on
the SUN were used as areference for comparison.

The beneh mark software consisted of the following
categories of software modules:

1 Computation modules performing -
a  1's used in range compression and azimuth
compression,
b vectorized computation with indexed memory
access for interpolation and resampling,

¢ vectorized computation with direet memory
access for mall t-look over lay.

2 Data movement modules performing -
a  data packing & unpacking,
b corn ¢r turn,
¢ framelet truncation.

3 Datal/Omodules performing -
a disk md/write,
b essage passing between processors in MPP
machines.

All software modules were wiittenin ANSI 10 ORTRAN or
C language, tact) in less than100 lines of code. Some
pertinent parameters of the benchmark software are listed in
‘Lablell

Table I Benchmark Parameters

Nuniber OF Range Saniples 81977
Number of AzimuthSaniples 65
Range FI 7l Length 20418
Azimuth FET 1 ength 064
No. Tmage Framelet Sampletlongletrack___ ~00
No.Image Framelet SamplessCross-tirack 1250
N o . Final It nage StvuplesgAlong-track_—— w__ 5000
“NQ, Finalhnage Sanples Cross-track 5000

4.4 Benchmar k & Platform ivaluation

The benchmark software was {irst ported to each candidate
platform and in all cases made initially to run on only a
single processing clement. The resulting timing and output
files were collected and checked against the reference
obtained on the SUN 670. The ported code on each
candidate machine is then parallelized using standard
vendor supplied routines and procedures. Although
consultation from vendor onspecific issues was allowed, the
actual code porting and optimization on cach machine were
per formed by a designated niember of the hardware
sclection tcam so that a subjective measure (){ code
development effortand code portability in general could be
gauged.

A prioritized list of machinc attributes was also developed
to assure thoroughness in the evaluation and to maximize
the objectivity in the platform selection process. A totalofl
10 specific attributes were used, listed below in descending
order of importance to [he. Scan SAR  data processing
applic ation:

throughput capability

software porting and development ¢ (Tort

opet ating system and compiler maturity

expected system reliability and maintainability
purchase cost

adaptability to other types of processing algorithin
system expandability

~N O Ul W N —




8 compliance with Portable Operating System &
Interface guide (POSIX)

9  availability andsupportof the Open Software
Lioundation (0S1") Distributed Computing
1 invironment (DCL)

10 availability of appropriate digital signal processing
(DOSP) library routines

4.5 Plat form Selection & Description

Based onour evauation of the candidate platforms against
the list of prioritized attributes, the target platfon 1y, gelected
isthelIBM S1'-2. The IBM S1'-2, also known asthe Scalable
POWLEIRD arrallel System 9076, is a collection of R1SC
System/6000 processors connccled together via a
proprictary high performance switeh (1 1PS) called the S1'-2
communication subsystem. This scalable architecture, with
the support of the 111’s, afford ¢ the user scalable
performance whendealing with compute- as well as 1O-
intensive jobs. The user can actually exccute both serial and
parallel applications simultancously while managing the
system from a single workstation. The 18M Sp.2
software is based on an open architecture Al X/6000 UNIX
operating system that allows the user to easily integrate the
S1’-? machine into user's existing environment. The 1BM
software supports a comprehensive set ol A1X Parallel
System Support Programs (1'SS1’) in addition to C and
IFORTRAN.  Toassistin parallel programming
development, the IBM Parallel Eovironment for AIX
Prog ram product provides development and exccution
support for parallel applications writtenin 10 I<’I’'RAN, C
and C4 + using the M essage Passing Interface (MP1)
standard. la addition, paralel libraries such as IBM Parallel
Engincering and Scientific Subroutine L.ibrary (1'1:SS1.) are
available. 1o create or convertapplications o take advantage
of the parallel processor architecture of the S1'-2.

whole

To satisly the requirement of processing, 42 minutes of
ScanSAR datain 11 hours, 1t is determined that 20
processing nodes arc required. To enhance reliability and to
retain flexibility for expansion, the 20 nodes arc grouped
into two 8- 11()(1c and (me 4-node machines.achprocessing
node is chosento be the *wide’ 66MIIz variety cquipped
with 250 MB of RAM, 4GB of disks, anlthernet
connection and a High Performance Switch (1 1PS) Adapter.
A DDl controller connects one of the processing nodes of
each machinc to the external Control Processor (CP) (o
clfcethigh speed data access. Operations on each machine
is orchestrated by a model 390 control workstation equipped
with128 MB RAM, 2 GB of disks, 2 Lthernet controllers, a
CD-ROM drive, an 8-mm (ape drive for back-up, andanl9-
inch color monitor. Il is expected that each §-node and 4-
node machine can handle processing of 17 and 8 minutes of
RADARSAT ScanSAR datarespectively inan 11 -hour day.

The hardwarce configuration of asingle S-node S1'-2 unitis
illustrated in Fig ure 3.
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Fig. 3. «1 arget Platforin Configuration
V. IMPLEMENTATION
5.1 Sample Datasct Description

The sample datasct consists of approximate 1 500 bursts (see
Vigure 4) representing @ typical 4-beam 500 X 500 kn?
image frame.. 1 ‘ach burst consists of approximate 65 range
lines, each contains approximate 85000 samples. Fach
sample is represented in 2 bytes (81/8Q) resulting in a data
file sizc of 1.5 Gigabytes (GB). The data is generated
synthetically such rat point targets will result when the data
isprocessed.

During the benchmarking process, the concept of 'fine grain’
versus 'coarse grain’ parallelization was explored. The
di fference betweenthe two ismainly ill ustrated by the fact
that ‘fiat grain’ parallclization typically applies parallel
processing to the lowest Ievel of data clernent. In the casc
of ScanSAR data, ‘fiat grain' parallelization will effect the
distribution of individual range lines (and azimuth lines in
azimuth processing Y to al available. processing clements for
processing.  This approach, although cffective in
distributing computation workload, can often times cause
throughput penaltics in the form of excessive dala
movements amongst processing clements. With the burst
nature of the ScanSAR data, it is demonstrated that the. usc
of ‘coarse grain' paraliclization, where blocks of integ ral
bursts are distributed to the available yocessing elements
for processing, is the more efficient approach. ‘'Fine grain'
parallclization is usually the approach taken by vendor
supplied parallelization routines in the absence of user
intervention.

Using the 'coarse grain' approach, the sample dataset is
divided into a number of roughly cqualscgments (see
Figure 4) cqual ing o number of processi ng clements. Hach
cqual segment is assigned 10 a processing clement for
processing. By keeping cach data burst within a processing
clement throughout most of the processing steps, the aced
for data movement and communications between processing
clementsisgreatly reduced.
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The ScanSAR data processing algorithin [4] *is executed in
four stages:

5.2 ScanSAR Algorithm ]mplcmcntatim<, (,(/a.*w"‘l‘

| a raw data t1ansfer st age where conditioned (decoded
and reformatied) ccho data il e together with all
necessary anti llarydata files are transferred from the.
CP disk tothe S1'-2,

2 a pre-processing stag ¢ th at effectively processes a
small subsctof the data to de.rive. refined pointing
information,

3 a main-processing stage that exccutes the, CPU -
intensive steps of the processing algorithm such as
range and azimuth Compression, gcometric
rectification, and radiometric compensation,

4 a post-processing stage where partially overlaid
image pi xels from each data segmentare merged to
form multi-look pixels before being projected onto a
specific geometric co-ordinates.

The following scctions de.scribe the implementation details
on the SP-2 for cach processing stage, using the seunpl ¢
dataset shows in I'ig ure 4 for illustration.

Raw Data Transfei

A typical 500 km X 500 km image frame consists of -1 500
data bursts and occupies a 2 GB data file that resides on
disks attached to the CP. Two options were considered in
bringing the. data file into the S1'-2 via the I'DDInctwork.
The first option involves buffering the input data from CP
first onto external disks mounted on one of the processing
nodes (c. g. node & in Yig ure 3 Processing al each node
will (henbegin by accessing data from the external disks,

™

The second option ctl’eels the transfer from CP through one
of the nodes to the local disks on each processing node via
the HPS. Processing at each node will then begin by
accessing datafromits own local disks. Timing results for
these two options based on the sample datasetare --10
minutes and -13 minutes respectively.

Pre-Processing

Pre-processing refers lo the process of  refining processing
pat ameters inititally derived from ephemeris. It involves
most of the processing stages in main processing except that
only asmallsubsct of the data is processed. The discussion
on pre-processing implementation is therefore defered to the
main processing section.

Main Processing

Main processing refers to the processing steps of range
compression, corner-turn, azimuth processing, geometric
rectification, radiometric compensation, pixel avera ging,
and partial overlay. Using the ‘coarse grain' parallelization
approach, contig yous data bursts from a data scgment are
p1ocessed by one processing node (see Figure 4). In
particular, range lines from each burst arc first range
compressed using the fast Fourier correlation method [9]
whereby range lines arc FH1"ed, multiplicd with a range
refer ence, and inverse 1T ed. The resulting range
compressed datais corner- turned using the on-tread RAM
memory of the processing node.  Azimuth processing is (hen
applied using the deramyy yipp method {91 whereby each
azimuth line IS multiplied with @ frequency ramp followed
by a forward FEF.  Framelet tt uncation, geometric
rectification, and radiometric compensation arc then applied.
The pixel data is then detected and merged with the
corresponding pixels obtained from the previous bursts, A
pixclaveraging process is applicd to achieve constant
resolution and number of looks. A 1 the end of main
processing, each processing node will hold an overlaid
image segmentinits local disks. Timing results on a 8-node
machine bascdonthe sample datasetare 31 minutes when
data is accessed from the external disks versus ~2 1 minutes
when accessed from the Jocal disks.

Post Processing

The post processing stage mer ges the overlaid image
seg ments from cach node into a single large image before
performing the. final projection onto a specific co-ordinate
grid. This process is done atone of the processing nodes.
The resulting image data occupies a file of 25 MB atone
byte per pixel.  Timing results indicates -5 minutes 10
accomplish thisstage of processing.

5.3 Processing Throughput

The handling of @ particular job request by the ScanSAR
Processor involves the sequential cxccution of the four



processing stages described inthe previous scction. As
evident in “1’able 111, the best overali processing time for the
sample dataset is ~39 minutes. Assuming that the
preprocessing time is equivalent to 30% of the main
processing time, the total processing lime for cach 500 X
500" km? frameusing an 8-node S1'-’ ?is thercfore projected
1o be ~46 minutes, or - 1/37'1" real-(imc. The effective
throughput rate for the overall system (consisting of two 8-
node andone 4-node machine) is the.a betier than /1 5th
real-lime which surpasses the throughput requircment of
17160,

Table 1YL Timing Results rra an&-node §17-2

Processing time for [Sequentiaat]Sequwential [Concurrent Concurrent
cach step iroceessing|Processing frrocessing: [Processing:
(minisec) Read flirom Read from Main Main
sxternal local disks “oncouwent [and post
lisks with En'uccssing
transfer oneur -enl
ind post- Jwith
wocessing iansfer

T Transfer 10:30 13:09 14:58 14:58°
H2:Miitinl Processing 31:00 2122 37:15 26:07
‘I'3:Post Processing 5.02 5:02 20:07 5:15
Totall processings (e 46:32 39:33 37:15 31:2?

5.4 Parallelization options for Multiple Processing Jobs

Option for gaining throughput improvement exists when
multiple jobs arc to be processed. 11 is noted that d uring
pre- and main processing, there is little or no /0 traffic on
the 1'DD1and 111'S. Similarly, the transfer stage  requires
little or no CPU involvement from the processing nodes.
The post processing stage however dots require both /O
and CPU, Based on the timing results oblained for each
processing stage (see Table 1), two concurrent processing
schemes were studied, each handling multiple jobs
simultancously.  Figure 5 depicls the (wo concurrent
schemes, Their timing results relative to the sample dataset
arc displayedin “1’able 111. Itis evident from the timing
results that having data transfer performed in paraticl with
both main processing and post processing provides the best
throughput results.  Based on these. results, processing
throughput approaching 31minutes per frame can be
achicved whenjobs of up to the size of the sample datasct
arc fed success'ivety through an&-node S1-2. Assuming
againinthe worst case that preprocessing time IS equivalent
10 30% of the main processing time, the throughput of the 8-
node S1'-? is therefore projected to be ~39 minutes per
frame or roughly 17311h real-time. This translates into an
effective throughput rate for the Scan SAR processor system
(consisting of two 8-node and one 4-node machines) of
17130 real-time, surpassing the required throughput of
i 6 peal-time by about20%. 1 lowever, therc is a cost
associate.d with theconcurrentimplementation.  Job
handling at the Control Processor wilt have. to be modified
to simultancously handle and track multiple jobs, a definite
complication relative to handling one. job at a lime.
Similarly onthe S1'-? side, job control and sequencing

bc.come more complicated. Also additional memory and
disk capacity arc required to accomodate data from mutliple
image frames.

JTTTI 12 T3]
job? T 17 3]
job3 7] 172 T3 )
[iob1 T1] T2 [13]

Figure 5a Main-processing Concurrent with Transfer and Post-processing,
(3 concurient jobs)

job T 112 [13

b 2T 7] 2 | 13

job3 | 12 [13

job ™4 TI] 172 1713

Figare Sh. TransferConcurrent with Main-Processing and Post-Processing
(? concurrent jobs)

V. CONCI.1 JS1ION & STATUS

A paradlel ScanSAR data processing implementation has
been presented involving a particular MI']" platform, the
IBM S1'-?. Redidtic timing results collected demonstrate
th e sclected algorithm and archilecture can satisfy the
required RadarSAT Scan SAR data processing throughput
demand at ASE | Additional mecans of improving the overall
system throughput at a slight increase in system cost has
also been identified. The current SS1' s inits final stage of
development and is on schedule to be operational at AST by
May 1996.

ACKNOWLEDGEMENTS
The authors wish to thankthe Alaska SAR Facility Project
for supporting the work described in this paper.

REFERENCES

111 Kiyo Tomiyasu, "Tutorial Review of Synthetic-Aperture Radar (SAR)
with Applications 10 Jmaging, of the Occan Surface,” Pioc. 11LE, vol
66, pp.503-583, May 1978.

121 C.Wu,B.Barkan, W.J Karplus and 1D.Coswell,"SEASAT Synthetic
Aperture Radar data reduction using paraliel programmable array
processors,” 1 FEE Transaction on Geoseience and Remote Sensing,
July 19 §?, Gil:-20,352-358.

31 (.1 dachief al“SIR-B The second shutile imaging radar exper iment,"
1EEE ‘1 ransaction 011 Geoscience and Remote Sensing, Vol. (ii-24,
no.4, pp. 445-452, 1980.

[4] K. lLcung ef al, “RADARSA'l Processing System al ASE” ia
preparation.

{51 ‘1 Cheng, K.Y .cung, M. Jin and .Chu,"ScanSAR and Precision
Processotimplementation at the Alaska SAR facility, ” 1GARSS '95
‘1 echnical Program, Vol Il, pp.2302-2306, ltaly, July 10-14, 1995,

[6] R.KcithRaney ¢/ af, “RADARSAY, Proceedings of the IEEE, Vol.
79, No. 6, June 1991,

17) M. Chen, M. Jin and K.Lcung, "lmplemtation and Performance of
Magellen Digital Correlator Subsystem " JGARSS '92 ‘1 c¢chnical
P'rogram Volume I, pp. 1301-1304, | louston, texas, May 1992,

[8] K.Leung, M lin,C. Wong sac! J. Gilberl, "SAR Data Processing, for
Magellan lime Mission, ” 1GARSS '92 Technical Program Volume 1,
pp. 606-609,"1 louston, 'l exas, May 1992.

[9] K. Leung, M. Jin, “Processing of ScanSAR Mode Data For
RADARSAT [ 1G ARSS 9.3 Technical Program, Volume [lI, pp
1185-118 8, Tokyo, April 14, 1993.



